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#### Abstract

Waiving the positive definiteness of the leading matrix $\mathbf{A}$ in a hyperbolic quadratic eigenvalue problem $\mathbf{Q}(\lambda) \mathbf{x}=\left(\lambda^{2} \mathbf{A}+\lambda \mathbf{B}+\mathbf{C}\right) \mathbf{x}=\mathbf{0}, \mathbf{x} \neq \mathbf{0}$ one obtains a definite eigenvalue problem, which is known to have $2 n$ eigenvalues in $\mathbb{R} \cup\{\infty\}$. One of the characterizations of the definite quadratic eigenvalue problem is the existence of parameters $\xi$ and $\mu$ so that $\mathbf{Q}(\mu)$ is positive definite and $\mathbf{Q}(\xi)$ is negative definite, where $\xi$ and $\mu$ are not known in advance. In this paper we consider the impact of the properties of the stiffness matrix $\mathbf{C}$ of the quadratic pencil $\mathbf{Q}(\lambda)$ on the corresponding definite quadratic eigenvalue problem and on the localization of the parameters $\xi$ and $\mu$.


## 1. Introduction

In this paper we consider the quadratic eigenvalue problem which is a special case of the nonlinear eigenvalue problem

$$
\begin{equation*}
\mathbf{T}(\lambda) \mathbf{x}=0, \mathbf{x} \neq \mathbf{0} \tag{1.1}
\end{equation*}
$$

where $\mathbf{T}(\lambda) \in \mathbb{C}^{n \times n}, \lambda \in J$, is a family of Hermitian matrices depending continuously on the parameter $\lambda \in J$, and $J$ is a real open interval which may be unbounded.

We will introduce a notation for positive and negative definite matrices as follows. If the matrix $\mathbf{T}(\lambda)$ is positive definite we write $\mathbf{T}(\lambda)>0$, and if $\mathbf{T}(\lambda)$ is negative definite we write $\mathbf{T}(\lambda)<0$.

Nonlinear eigenproblems usually occur in the dynamic stability analysis of structures, fluid mechanics, vibration of fluid-solid structures, electronic behavior of quantum dots, and nonlinear integrated optics, e.g. Essentially, there are two wellknown tools in literature for solving the nonlinear eigenvalue problems: linearization (for polynomial or rational eigenvalue problems) and methods based on variational characterization. Details on linearization (including structure preservation) are discussed in [3], [9], [15], [16]. More information on variational characterization of nonlinear eigenvalue problems can be found in [25] and [23]. A review of the theory of eigenvalue problems is contained in [11], [22] [24].

[^0]In this paper we consider the quadratic eigenvalue problem (QEP) defined as $\mathbf{Q}(\lambda) \mathbf{x}=0, \mathbf{x} \neq \mathbf{0}$ where

$$
\begin{align*}
& \mathbf{Q}(\lambda)=\mathbf{A} \lambda^{2}+\mathbf{B} \lambda+\mathbf{C}, \mathbf{A}, \mathbf{B}, \mathbf{C} \in \mathbb{C}^{n \times n}, \mathbf{A} \neq \mathbf{0}  \tag{1.2}\\
& \mathbf{A}=\mathbf{A}^{H}, \mathbf{B}=\mathbf{B}^{H}, \mathbf{C}=\mathbf{C}^{H}
\end{align*}
$$

In particular for hyperbolic and definite quadratic problems (see [19]), which are significant examples of overdamped quadratic problems, we investigate properties of the mass matrix $\mathbf{C}$ which preserve this property.

We can summarize the results that have been published so far. Mackey et al. in [17] gave an approach to constructing linearizations of polynomial eigenvalue problems which generalize the companion forms. Higham, Tisseur and Van Dooren in [7] proved that Hermitian matrix polinomials

$$
P(\lambda)=\sum_{j=0}^{l} \lambda^{j} \mathbf{A}_{j}, \mathbf{A}_{j} \in \mathbb{C}^{n \times n}, \mathbf{A}_{l} \neq \mathbf{0}
$$

that allow a definite linearization, are characterized with the property that there exists $\mu \in \mathbb{R} \cup\{\infty\}$ so that $P(\mu)$ is positive definite and for each $\mathbf{x} \in \mathbb{C}^{n}, \mathbf{x} \neq 0$ the scalar polynomial $f(\lambda ; \mathbf{x})=\mathbf{x}^{H} P(\lambda) \mathbf{x}$ has $l$ distinct roots in $\mathbb{R} \cup\{\infty\}$. These Hermitian matrix polynomials are called definite. They proved a method for testing a quadratic eigenvalue problem for hyperbolicity and for constructing a definite linearization for quadratic hyperbolic pencils.

Another method for detecting whether a Hermitian quadratic matrix polynomial is hyperbolic is based on cyclic reduction and was first introduced by Guo and Lancaster in [6] and later on, accelerated by Guo, Higham and Tisseur in [5].

Niendorf and Voss in [19] concurrently determined parameters $\xi$ and $\mu$ so that the matrices $\mathbf{Q}(\xi)<0$ and $\mathbf{Q}(\mu)>0$, which allows for a computation of a definite linearization. They used a property that all eigenvalues of a definite matrix polynomial can be characterized as minmax values of an appropriate Rayleigh functional and that the extreme eigenvalues in each of the intervals $(-\infty, \xi),(\xi, \mu)$ and $(\mu,+\infty)$ are the limits of monotonically and quadratically convergent sequences.

Kostić and Voss in [12] researched eigenvalue problems and applied the Sylvester's law of inertia on the quadratic eigenvalue problem, in particular on the definite quadratic eigenvalue problems.

Kostić and Šikalo in [13] have already studied some properties of Hermitian matrices in quadratic pencils. They have obtained an improvement of the algorithm given by Niendorf and Voss in [19], by improving the process of determining the initial vector. Further improvement of the algorithm in [19] is given in [14] in the sense of determining the initial vector.

This paper is organized as follows. In Section 2, we state Sylvester's law of inertia for linear and nonlinear eigenvalue problems. We give basic definitions and properties of the hyperbolic quadratic pencil and definite quadratic pencil in Section 3. In the following Section 4, we demonstrate the impact of a matrix $\mathbf{C}$ on
the definite quadratic eigenvalue problem. In Section 5 we give numerical experiments. The final Section 6 gives a review of the results obtained in the previous sections, and directions for further research.

## 2. Sylvester's law for nonlinear eigenvalue problems

Sylvester's law of inertia for the linear eigenvalue problem is a strong tool for locating eigenvalues of a symmetric matrix. It was first proved in 1858 by J.J. Sylvester in [21], and several different proofs can be found in textbooks [1], [4], [10], [18], [20], one of which is based on the minmax characterization of eigenvalues of Hermitian matrices.

The inertia of a Hermitian matrix $\mathbf{A}$ is the triplet of non-negative integers $\operatorname{In}(\mathbf{A}):=$ $\left(n_{p_{\mathrm{A}}}, n_{n_{\mathrm{A}}}, n_{z_{\mathrm{A}}}\right)$ where $n_{p_{\mathrm{A}}}, n_{n_{\mathrm{A}}}$ and $n_{z_{\mathrm{A}}}$ are the number of positive, negative and zero eigenvalues of A (counting multiplicities). Sylvester's law for the linear eigenvalue problem states:

Theorem 2.1. [4] Two Hermitian matrices $\mathbf{A}, \mathbf{B} \in \mathbb{C}^{n \times n}$ are congruent (i.e., $\mathbf{A}=$ $\mathbf{S}^{H} \mathbf{B S}$ for some nonsingular matrix $\mathbf{S}$ ) if and only if they have the same inertia $\operatorname{In}(\mathbf{A})=\operatorname{In}(\mathbf{B})$.

An obvious consequence of the law of inertia is the following corollary: If $\mathbf{A}$ has an $L D L^{H}$ factorization $\mathbf{A}=\mathbf{L D L}^{H}$, where $\mathbf{D}$ is diagonal matrix, then $n_{p}$ and $n_{n}$ equals the number of positive and negative entries of $\mathbf{D}$, respectively, and if only a block $L D L^{H}$ factorization exists where $\mathbf{D}$ is a block diagonal matrix with $1 \times 1$ and indefinite $2 \times 2$ blocks on its diagonal, then one has to increase the number of positive and negative $1 \times 1$ blocks of $\mathbf{D}$ by the number of $2 \times 2$ blocks to get $n_{p}$ and $n_{n}$, respectively. Hence, the inertia of $A$ can be computed easily.

For the general linear eigenvalue problem

$$
\begin{equation*}
\mathbf{A x}=\lambda \mathbf{B} \mathbf{x}, \mathbf{x} \neq \mathbf{0}, \tag{2.1}
\end{equation*}
$$

where $\mathbf{A}, \mathbf{B} \in \mathbb{C}^{n \times n}$, Sylvester's law of inertia has the following form:
The following theorem is a very important for characterization of eigenvalues. Although the proof is simple and known, we prove it here for convenience.
Theorem 2.2. If $\mathbf{B} \in \mathbb{C}^{n \times n}$ is positive definite, and $\mathbf{A}-\sigma \mathbf{B}=\mathbf{L D L}^{H}$ is the block diagonal LDL ${ }^{H}$ factorization of $\mathbf{A}-\sigma \mathbf{B}$ for some $\sigma \in \mathbb{R}$, from which we get the inertia $\operatorname{In}(\mathbf{A}-\sigma \mathbf{B})=\left(n_{p}, n_{n}, n_{z}\right)$ as described in the last paragraph, then the generalized eigenvalue problem $\mathbf{A} \mathbf{x}=\lambda \mathbf{B} \mathbf{x}$ has $n_{n}$ eigenvalues smaller than $\sigma$.

Proof. Let $\chi_{A-\sigma B}(\lambda)$ and $\chi(\lambda)$ be the characteristic polynomials of the matrices $A-\sigma B$ and $A$, respectively. Then

$$
\begin{equation*}
\chi_{A-\sigma B}(\lambda)=\operatorname{det}(A-\sigma B-\lambda B)=\operatorname{det}(A-(\sigma+\lambda) B)=\chi_{A}(\sigma+\lambda), \tag{2.2}
\end{equation*}
$$

holds from which we immediately obtain the proof.

Hence, the law of inertia yields a tool to locate the eigenvalues of a Hermitian matrix or a definite matrix pencil. Combining it with bisection or the secant method one can determine all eigenvalues in a given interval or determine initial approximations for fast eigensolvers, and it can be used to check whether a method has found all eigenvalues in an interval of interest or not.

In [12] Sylvester's law was generalized to nonlinear eigenvalue problems $\mathbf{T}(\boldsymbol{\lambda}) \mathbf{x}=$ $\mathbf{0}$ allowing for a minmax characterization of its real eigenvalues, i.e. problem (1.1) satisfying the conditions $\left(A_{1}\right)$ and $\left(A_{2}\right)$.
$\left(A_{1}\right)$ for each fixed $\mathbf{x} \in \mathbb{C}^{n}, \mathbf{x} \neq \mathbf{0}$, the scalar real equation $f(\lambda ; \mathbf{x}):=\mathbf{x}^{H} \mathbf{T}(\lambda) \mathbf{x}=0$ has at most one solution $p(\mathbf{x}):=\lambda \in J$.
$\left(A_{2}\right)$ for each $\mathbf{x} \in D \subseteq \mathbb{C}^{n} \backslash\{0\}$, and each $\lambda \in J$ with $p(\mathbf{x}) \neq \lambda,(\lambda-p(\mathbf{x})) f(\lambda ; \mathbf{x})>$ 0 holds, where $D \subseteq \mathbb{C}^{n} \backslash\{0\}$ is the set on which the functional $p(\mathbf{x})$ is defined.
For general eigenproblems the natural ordering naming the smallest eigenvalue the first one, the second smallest the second one, etc., is not appropriate. If $\lambda \in J$ is an eigenvalue of $\mathbf{T}(\cdot)$, then $\mu=0$ is an eigenvalue of the linear problem $\mathbf{T}(\lambda) \mathbf{y}=\mu \mathbf{y}$, and therefore there exists $\ell \in \mathbb{N}$ such that

$$
0=\max _{V \in H_{\ell}} \min _{v \in V \backslash\{0\}} \frac{v^{H} \mathbf{T}(\boldsymbol{\lambda}) v}{\|v\|^{2}}
$$

where $H_{\ell}$ denotes the set of all $\ell$-dimensional subspaces of $\mathbb{C}^{n}$. In this case it is appropriate to call $\lambda$ an $\ell$ th eigenvalue of $\mathbf{T}(\cdot)$.

With this enumeration the following minmax characterization for eigenvalues was proved in [23, 25].

Theorem 2.3. Let $J$ be an open interval in $\mathbb{R}$, and let $\mathbf{T}(\lambda) \in \mathbb{C}^{n \times n}, \lambda \in J$, be a family of Hermitian matrices depending continuously on the parameter $\lambda \in J$ such that the conditions $\left(A_{1}\right)$ and $\left(A_{2}\right)$ are satisfied. Then the following minmax characterization holds:

For every $\ell \in \mathbb{N}$ there is at most one $\ell$ th eigenvalue of $\mathbf{T}(\cdot)$ which can be characterized by

$$
\begin{equation*}
\lambda_{\ell}=\min _{V \in H_{\ell}, V \cap \mathcal{D} \neq \emptyset} \sup _{v \in V \cap \mathcal{D}} p(v) \tag{2.3}
\end{equation*}
$$

Sylvester's law obtains the following form for the general case of a nonlinear eigenvalue problem:

Theorem 2.4. Let $T: J \rightarrow \mathbb{C}^{n \times n}$ satisfy the conditions $\left(A_{1}\right)$ and $\left(A_{2}\right)$ of the minmax characterization and let $\sigma, \tau \in J, \sigma<\tau$. Let $\left(n_{p_{\sigma}}, n_{n_{\sigma}}, n_{z_{\sigma}}\right)$ and $\left(n_{p_{\tau}}, n_{n_{\tau}}, n_{z_{\tau}}\right)$ be the inertia of $\mathbf{T}(\sigma)$ and $\mathbf{T}(\tau)$, respectively. Then the inequality $n_{p_{\sigma}} \leq n_{p_{\tau}}$ holds and the eigenvalue problem (1.1) has exactly $n_{p_{\tau}}-n_{p_{\sigma}}$ eigenvalues $\lambda_{n_{p_{\sigma}}+1} \leq, \ldots, \leq \lambda_{n_{p_{\tau}}}$ in $(\sigma, \tau)$.

More information about application of Sylvester's law on the nonlinear eigenvalue problem can be found in [12].

## 3. Hyperbolic and definite pencil properties

In this paragraph we will collect well-known properties of hyperbolic and definite pencils, as well as applications of Sylvester's law of inertia for this pencil.

### 3.1. A. Hyperbolic pencils

A quadratic matrix pencil [2]

$$
\begin{equation*}
\mathbf{Q}(\lambda):=\lambda^{2} \mathbf{A}+\lambda \mathbf{B}+\mathbf{C}, \mathbf{A}=\mathbf{A}^{H}>0, \mathbf{B}=\mathbf{B}^{H}, \mathbf{C}=\mathbf{C}^{H} \tag{3.1}
\end{equation*}
$$

is hyperbolic if for every $\mathbf{x} \in \mathbb{C}^{n}, \mathbf{x} \neq 0$ the quadratic polynomial

$$
\begin{equation*}
f(\lambda ; \mathbf{x}):=\lambda^{2} \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\lambda \mathbf{x}^{H} \mathbf{B} \mathbf{x}+\mathbf{x}^{H} \mathbf{C} \mathbf{x}=0 \tag{3.2}
\end{equation*}
$$

has two distinct real roots

$$
\begin{align*}
& p_{+}(\mathbf{x}):=-\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{2 \mathbf{x}^{H} \mathbf{A} \mathbf{x}}+\sqrt{\left(\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{2 \mathbf{x}^{H} \mathbf{A} \mathbf{x}}\right)^{2}-\frac{\mathbf{x}^{H} \mathbf{C} \mathbf{x}}{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}},  \tag{3.3}\\
& p_{-}(\mathbf{x}):=-\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{2 \mathbf{x}^{H} \mathbf{A} \mathbf{x}}-\sqrt{\left(\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{2 \mathbf{x}^{H} \mathbf{A} \mathbf{x}}\right)^{2}-\frac{\mathbf{x}^{H} \mathbf{C} \mathbf{x}}{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}} . \tag{3.4}
\end{align*}
$$

The functionals (3.3) and (3.4) are called Rayleigh functionals of the quadratic matrix polynomial (3.2). They are generalizations of the Rayleigh quotient for linear eigenproblems.
Remark 3.1. If $\mathbf{C}=\mathbf{C}^{H}<0$, then the quadratic matrix pencil (3.1) is hyperbolic, since

$$
\left(\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{2 \mathbf{x}^{H} \mathbf{A} \mathbf{x}}\right)^{2}-\frac{\mathbf{x}^{H} \mathbf{C} \mathbf{x}}{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}>0,
$$

holds and therefore equation (3.2) has two real solutions for each $x \neq 0$.
If the quadratic pencil (3.1) is not hyperbolic, then with the greatest eigenvalue $\lambda_{n_{C}}$ of the matrix $\mathbf{C}$ we easily obtain a hyperbolic pencil

$$
\mathbf{Q}(\lambda)=\lambda^{2} \mathbf{A}+\lambda \mathbf{B}+\mathbf{C}-\lambda_{n_{C}} \mathbf{I} .
$$

The ranges $J_{+}:=p_{+}\left(\mathbb{C}^{n} \backslash\{\mathbf{0})\right)$ and $J_{-}:=p_{-}\left(\mathbb{C}^{n} \backslash\{\mathbf{0})\right)$ are disjoint real intervals with $\max J_{-}<\min J_{+} . \mathbf{Q}(\lambda)$ is positive definite for $\lambda<\min J_{-}$and $\lambda>\max J_{+}$, and it is negative definite for $\lambda \in\left(\max J_{-}, \min J_{+}\right)$.
$\left(Q, J_{+}\right)$and $\left(-Q, J_{-}\right)$satisfy the conditions of the variational characterization of eigenvalues [2], i.e. there exist $2 n$ eigenvalues

$$
\begin{equation*}
\lambda_{1} \leq \lambda_{2} \leq \ldots \leq \lambda_{n} \leq \lambda_{n+1} \leq \ldots \leq \lambda_{2 n} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{j}=\min _{\operatorname{dim} V=j} \max _{x \in V, x \neq 0} p_{-}(\mathbf{x}), \lambda_{n+j}=\min _{\operatorname{dim} V=j x \in V, x \neq 0} \max _{x+} p_{+}(\mathbf{x}), j=1,2, \ldots, n . \tag{3.6}
\end{equation*}
$$

We now discuss the consequences of Sylvester's law of inertia for hyperbolic quadratic pencils.

Let $\operatorname{In}(\mathbf{Q}(\sigma))=\left(n_{p_{\sigma}}, n_{n_{\sigma}}, n_{z_{\sigma}}\right)$ denote the inertia of $\mathbf{Q}(\sigma)$. If $n_{n_{\sigma}}=n$, then $\mathbf{Q}(\sigma)$ is negative definite and there are $n$ eigenvalues which are smaller than $\sigma$, and $n$ eigenvalues which are greater than $\sigma$. Otherwise, if $n_{p_{\sigma}}=n$, then $\mathbf{Q}(\sigma)$ is positive definite, and $f(\sigma ; \mathbf{x})>0$ for each $\mathbf{x} \neq 0$.

If $n_{p_{\sigma}} \neq n$ and $n_{n_{\sigma}} \neq n$, then $\sigma \in J_{-} \cup J_{+}$and Theorem 2.4 holds. We have to determine where $\sigma$ is located, which means that we need to determine $\mathbf{x} \neq 0$ so that $f(\sigma ; \mathbf{x})=\mathbf{x}^{H} \mathbf{Q}(\sigma) \mathbf{x}>0$. In the case of $\frac{\partial f}{\partial \lambda}(\sigma ; \mathbf{x})=2 \sigma \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\mathbf{x}^{H} \mathbf{B} \mathbf{x}<0$ it follows that $p_{-}(\mathbf{x})>\sigma$, therefore $\sigma<\lambda_{n}=\max _{x \neq 0} p_{-}(x)$. If we have inequalities $f(\sigma ; \mathbf{x})>0$ and $\frac{\partial f}{\partial \lambda}(\sigma ; \mathbf{x})>0$, it follows that $\sigma>\lambda_{n+1}=\min _{x \neq 0} p_{+}(x)$.

Kostic and Voss in [12] proved the following theorem on the location of eigenvalues of problem (3.1):

Theorem 3.1. Let $\mathbf{Q}(\lambda):=\lambda^{2} \mathbf{A}+\lambda \mathbf{B}+\mathbf{C}$ be hyperbolic, and let $\left(n_{p_{\sigma}}, n_{n_{\sigma}}, n_{z_{\sigma}}\right)$ be the inertia of $\mathbf{Q}(\sigma)$ for $\sigma \in \mathbb{R}$.
(1) If $n_{n_{\sigma}}=n$, then there are $n$ eigenvalues smaller than $\sigma$ and $n$ eigenvalues greater than $\sigma$.
(2) Let $n_{p_{\sigma}}=n$. If $2 \sigma \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\mathbf{x}^{H} \mathbf{B} \mathbf{x}<0$ for an arbitrary $\mathbf{x} \neq 0$, then there are $2 n$ eigenvalues exceeding $\sigma$. If $2 \sigma \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\mathbf{x}^{H} \mathbf{B x}>0$ for an arbitrary $\mathbf{x} \neq 0$, then all $2 n$ eigenvalues are less than $\sigma$.
(3) For $n_{p_{\sigma}}=0$ and $n_{z_{\sigma}}>0$, let $x \neq 0$ be an element of the null space of $\mathbf{Q}(\sigma)$. If $2 \sigma \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\mathbf{x}^{H} \mathbf{B} \mathbf{x}<0$, then $\mathbf{Q}(\lambda) \mathbf{x}=0$ has $n-n_{z_{\sigma}}$ eigenvalues in $(-\infty, \sigma)$ and $n$ eigenvalues in $(\sigma, \infty)$, and $\sigma=\lambda_{n}$ with multiplicity $n_{z_{\sigma}}$. If $2 \sigma \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\mathbf{x}^{H} \mathbf{B} \mathbf{x}>$ 0 , then $\mathbf{Q}(\cdot)$ has $n$ eigenvalues in $(-\infty, \sigma)$ and $n-n_{z_{\sigma}}$ eigenvalues in $(\sigma, \infty)$, and $\sigma=\lambda_{n+1}$ with multiplicity $n_{z_{\sigma}}$.
(4) For $n_{p_{\sigma}}>0$ and $n_{z_{\sigma}}=0$ let $\mathbf{x} \neq 0$ be so that $f(\sigma ; \mathbf{x})>0$. If $2 \sigma \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\mathbf{x}^{H} \mathbf{B} \mathbf{x}<$ 0 , then $\mathbf{Q}(\cdot)$ has $n-n_{p_{\sigma}}$ eigenvalues in $(-\infty, \sigma)$ and $n+n_{p_{\sigma}}$ eigenvalues in $(\sigma, \infty)$. If $2 \sigma \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\mathbf{x}^{H} \mathbf{B x}>0$, then $\mathbf{Q}(\cdot)$ has $n+n_{p_{\sigma}}$ eigenvalues in $(-\infty, \sigma)$ and $n-n_{p_{\sigma}}$ eigenvalues in $(\sigma, \infty)$.
(5) For $n_{p_{\sigma}}>0$ and $n_{z_{\sigma}}>0$ let $\mathbf{x} \neq 0$ be so that $f(\sigma ; \mathbf{x})>0$. If $2 \sigma \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\mathbf{x}^{H} \mathbf{B x}<$ 0 , then $\mathbf{Q}(\cdot)$ has $n-n_{p_{\sigma}}-n_{z_{\sigma}}$ eigenvalues in $(-\infty, \sigma)$ and $n+n_{p_{\sigma}}$ eigenvalues in $(\sigma, \infty)$. If $2 \sigma \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\mathbf{x}^{H} \mathbf{B} \mathbf{x}>0$, then $\mathbf{Q}(\cdot)$ has $n+n_{p_{\sigma}}$ eigenvalues in $(-\infty, \sigma)$ and $n-n_{p_{\sigma}}-n_{z_{\sigma}}$ eigenvalues in $(\sigma, \infty)$. In either case $\sigma$ is an eigenvalue with multiplicity $n_{z \sigma}$.

### 3.2. B. Definite Quadratic Pencils

Higham, Mackey and Tisseur in [8] generalized the concept of hyperbolic matrix pencils to definite matrix pencils by waiving the positive definiteness of the leading matrix $\mathbf{A}$. They proved the following theorem:

Theorem 3.2. The Hermitian matrix pencil $\mathbf{Q}(\lambda)$ is definite if and only if any two (and hence all) of the following properties hold:
(1) $d(\mathbf{x}):=\left(\mathbf{x}^{H} \mathbf{B} \mathbf{x}\right)^{2}-4\left(\mathbf{x}^{H} \mathbf{A} \mathbf{x}\right)\left(\mathbf{x}^{H} \mathbf{C x}\right)>0$ for each $\mathbf{x} \in \mathbb{C}^{n}, \mathbf{x} \neq 0$,
(2) $\mathbf{Q}(\mu)>0$ for some $\mu \in \mathbb{R} \cup\{\infty\}$,
(3) $\mathbf{Q}(\xi)<0$ for some $\xi \in \mathbb{R} \cup\{\infty\}$.

Without loss of generality, we can assume that $\xi<\mu$ holds.
The following theorem contains a result about the location of the eigenvalues relative to a given parameter $\xi$ :

Theorem 3.3. [12] Let $\mathbf{A}, \mathbf{B}, \mathbf{C} \in \mathbb{C}^{n \times n}$ be positive semidefinite and assume that $d(\mathbf{x})>0$ for $\mathbf{x} \neq 0$. Let $r$ be the rank of $\mathbf{A}$, and $\operatorname{In}\left(\mathbf{Q}(\sigma)=\left(n_{p_{\sigma}}, n_{n_{\sigma}}, n_{z_{\sigma}}\right)\right.$ be the inertia of $\mathbf{Q}(\sigma)$ for $\sigma \in \mathbb{R}$. Then the following holds:
(1) If $n_{n_{\sigma}}=n$, then there are $r$ eigenvalues smaller than $\sigma$ and $n$ eigenvalues greater than $\sigma$.
(2) For $n_{p_{\sigma}}=0$ and $n_{z_{\sigma}}>0$, let $\mathbf{x} \neq 0$ be an element of the null space $\mathbf{Q}(\sigma)$. If $2 \sigma \mathbf{x}^{H} \mathbf{A x}+\mathbf{x}^{H} \mathbf{B} \mathbf{x}<0$, then $\mathbf{Q}(\cdot)$ has $r-n_{z_{\sigma}}$ eigenvalues in $(-\infty, \sigma)$ and $n$ eigenvalues in $(\sigma, 0]$. If $2 \sigma \mathbf{x}^{H} \mathbf{A x}+\mathbf{x}^{H} \mathbf{B x}>0$, then $\mathbf{Q}(\cdot)$ has reigenvalues in $(-\infty, \sigma)$ and $n-n_{p_{\sigma}}$ eigenvalues in $(\sigma, 0]$. In either case $\sigma$ is an eigenvalue of $\mathbf{Q}(\cdot)$ with multiplicity $n_{z}$.
(3) For $n_{p_{\sigma}}>0$ let $\mathbf{x} \neq 0$ be so that $f(\sigma ; \mathbf{x})>0$. If $2 \sigma \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\mathbf{x}^{H} \mathbf{B} \mathbf{x}<0$, then $\mathbf{Q}(\lambda) \mathbf{x}=0$ has $r-n_{p_{\sigma}}$ eigenvalues in $(-\infty, \sigma)$ and $n-n_{p_{\sigma}}-n_{z_{\sigma}}$ eigenvalues in $(\sigma, 0]$. If $2 \sigma \mathbf{x}^{H} \mathbf{A x}+\mathbf{x}^{H} \mathbf{B x}>0$, then $\mathbf{Q}(\lambda) \mathbf{x}=0$ has $r+n_{p_{\sigma}}-n_{z_{\sigma}}$ eigenvalues in $(-\infty, \sigma)$ and $n-n_{p_{\sigma}}$ eigenvalues in $(\sigma, 0]$.

Figure 1 shows the graphics of $f_{1}(\lambda, \mathbf{x})$ for different vectors $\mathbf{x} \in \mathbb{C}^{n}, \mathbf{x} \neq 0$, and their position related to previously defined parameters $\xi, \mu$. As the matrix $\mathbf{A}$ does not have to be positive definite, the parabola opens up when $\mathbf{x}^{H} \mathbf{A x}>0$ holds, opens down when $\mathbf{x}^{H} \mathbf{A} \mathbf{x}<0$ holds, and the parabola becomes a straight line if $\mathbf{x}^{H} \mathbf{A x}=0$ holds. We can see from Figure 1 that for each vector $\mathbf{x} \in \mathbb{C}^{n}, f(\xi, \mathbf{x})=$ $\xi^{2} \mathbf{x}^{H} \mathbf{A x}+\xi \mathbf{x}^{H} \mathbf{B} \mathbf{x}+\mathbf{x}^{H} \mathbf{C} \mathbf{x}<0$ and $f(\mu, \mathbf{x})=\mu^{2} \mathbf{x}^{H} \mathbf{A} \mathbf{x}+\mu \mathbf{x}^{H} \mathbf{B} \mathbf{x}+\mathbf{x}^{H} \mathbf{C x}>0$ holds.


Figure 1. Definite quadratic matrix polinomial $\mathbf{Q}(\xi)<0<$ $\mathbf{Q}(\mu), \xi<\mu$.

An explicit form of a Rayleigh functional of the definite eigenvalue problem (3.1) is given by

$$
p(\mathbf{x})= \begin{cases}-\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{2 \mathbf{x}^{H} \mathbf{A} \mathbf{x}}+\sqrt{\left(\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{2 \mathbf{x}^{H} \mathbf{A} \mathbf{x}}\right)^{2}-\frac{\mathbf{x}^{H} \mathbf{C x}}{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}} & \text { if } \mathbf{x}^{H} \mathbf{A} \mathbf{x}>0 \\ -\frac{\mathbf{x}^{H} \mathbf{C x}}{\mathbf{x}^{H} \mathbf{B} \mathbf{x}} & \text { if } \mathbf{x}^{H} \mathbf{A} \mathbf{x}=0 \\ -\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{2 \mathbf{x}^{H} \mathbf{A} \mathbf{x}}-\sqrt{\left(\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{2 \mathbf{x}^{H} \mathbf{A} \mathbf{x}}\right)^{2}-\frac{\mathbf{x}^{H} \mathbf{C x}}{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}} & \text { if } \mathbf{x}^{H} \mathbf{A} \mathbf{x}<0\end{cases}
$$

Then the range $(\xi, \mu)$ of $p$ contains $n$ eigenvalues $\lambda_{1} \leq \cdots \leq \lambda_{n}$ which are all eigenvalues of positive type, i.e. $\frac{\partial f}{\partial \lambda}(\lambda, \mathbf{x})>0$, and which are minmax values of the functional $p . n$ eigenvalues of negative type are contained in the intervals $[-\infty, \xi)$ and $(\mu, \infty]$. Also, in general the location of the interval $(\xi, \mu)$ is not known a priori. Papers [5] (based on cyclic reduction), [14] (based on the better determining of the initial vector, for which we used properties of the matrix $\mathbf{A}$ and the matrix $\mathbf{B}$ from the quadratic pencil), and [19] (based on safeguarded iteration) contain methods for detecting whether a quadratic pencil is definite or not.

## 4. Results

In this section we consider the definite quadratic matrix pencil

$$
\begin{equation*}
\mathbf{Q}(\lambda):=\lambda^{2} \mathbf{A}+\lambda \mathbf{B}+\mathbf{C}, \mathbf{A}=\mathbf{A}^{H}, \mathbf{B}=\mathbf{B}^{H}, \mathbf{C}=\mathbf{C}^{H} \tag{4.1}
\end{equation*}
$$

and appropriate eigenproblem

$$
\begin{equation*}
\mathbf{Q}(\lambda) \mathbf{x}=0, \mathbf{x} \neq 0 \tag{4.2}
\end{equation*}
$$

In particular we will study properties of the matrix $\mathbf{C}$.
We assume that there exist real parameters $\mu$ and $\xi$ such that $\mathbf{Q}(\mu)>0>\mathbf{Q}(\xi)$, and without restriction we suppose that $\mu>\xi$ for otherwise we replace $Q(\lambda)$ with the quadratic pencil $Q(-\lambda)$.

Lemma 4.1. $\lambda=0$ is an eigenvalue of problem (4.2) if and only if the matrix $\mathbf{C}$ is singular, and $\mathbf{x} \neq \mathbf{0}$ is an eigenvector corresponding to $\lambda=0$ if and only if $\mathbf{C x}=\mathbf{0}$.

The proof is obvious (see also [14]).
Theorem 4.1. Let $(\lambda, \mathbf{x})$ be an eigenpair of the definite quadratic eigenvalue prob$\operatorname{lem} \mathbf{Q}(\lambda) \mathbf{x}=0$.
(i) If the matrix $\mathbf{C}$ is singular and $\mathbf{C x}=0$, then $\mathbf{x}^{H} \mathbf{B x} \neq 0$ holds.
(ii) If the matrix $\mathbf{A}$ is singular and $\mathbf{A x}=0$, then $\mathbf{x}^{H} \mathbf{B} \mathbf{x} \neq 0$ holds.

Proof. (i): Suppose that $\mathbf{x}^{H} \mathbf{B x}=0$ holds. From $\mathbf{C x}=0$ it follows $\mathbf{x}^{H} \mathbf{C x}=0$, and therefore $d(\mathbf{x})=\left(\mathbf{x}^{H} \mathbf{B x}\right)^{2}-4\left(\mathbf{x}^{H} \mathbf{A} \mathbf{x}\right)\left(\mathbf{x}^{H} \mathbf{C} \mathbf{x}\right)=0$, contradicting the definiteness of the pencil $Q(\cdot)$.

The proof of (ii) is analogous.

Lemma 4.2. If the matrix $\mathbf{C}$ is singular, then $\lambda=0$ is an eigenvalue of the definite quadratic pencil (4.1) of positive type, if and only if $\mathbf{x}^{H} \mathbf{B x}>0$ holds for each $\mathbf{x} \neq \mathbf{0}$ with $\mathbf{C x}=\mathbf{0}$.

Proof. The eigenvalue $\lambda=0$ is of positive type if and only if $\frac{\partial f}{\partial \lambda}(\lambda ; \mathbf{x})=2 \lambda \mathbf{x}^{H} \mathbf{A} \mathbf{x}+$ $\mathbf{x}^{H} \mathbf{B x}>0$ holds, and in particular we get $\mathbf{x}^{H} \mathbf{B x}>0$.

Remark 4.1. Without loss of generality, we now assume that if the matrix $\mathbf{C}$ is singular, then 0 is an eigenvalue of positive type, for otherwise we can replace $\mathbf{Q}(\lambda)$ with

$$
-\mathbf{Q}(\lambda):=-\lambda^{2} \mathbf{A}-\lambda \mathbf{B}-\mathbf{C},-\mathbf{A}=-\mathbf{A}^{H},-\mathbf{B}=-\mathbf{B}^{H},-\mathbf{C}=-\mathbf{C}^{H}
$$

which has the same eigenvalues and eigenvectors as the initial definite problem, except now the type of eigenvalue changes.

Let us observe the case when $\mathbf{x}^{H} \mathbf{A} \mathbf{x}>0$. Then $-\frac{\mathbf{x}^{H} \mathbf{B x}}{2 \mathbf{x}^{H} \mathbf{A x}}<0$ holds, according to the definition of functional $p, p(\mathbf{x})=p_{+}(\mathbf{x})=0$. If $\mathbf{x}^{H} \mathbf{A x}<0$ holds, then $-\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{2 \mathbf{x}^{H} \mathbf{A} \mathbf{x}}>0$, therefore $p(\mathbf{x})=p_{-}(\mathbf{x})=0$.

Theorem 4.2. Let $\mathbf{Q}(\xi)<0<\mathbf{Q}(\mu)$, and $\xi<\mu$ hold. If $\mathbf{C}$ is singular, then $\mu>0>$ $\xi$.

Proof. According to Remark 4.1 the eigenvalue 0 of (4.2) is of positive type. Let $\mathbf{x} \neq 0$ with $\mathbf{C x}=0$.

If $\mathbf{x}^{H} \mathbf{A x}>0$ holds, then $\mathbf{x}^{H} \mathbf{Q x}<0$ for $\lambda \in\left(-\frac{\mathbf{x}^{H} \mathbf{B x}}{2 \mathbf{x}^{H} \mathbf{A} \mathbf{x}}, 0\right)$, and $\mu>0>\xi$, and if $\mathbf{x}^{H} \mathbf{A} \mathbf{x}<0$ holds, then $\mathbf{x}^{H} \mathbf{Q}(\lambda) \mathbf{x}>0$ for $\lambda \in\left(0,-\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{2 \mathbf{x}^{H} \mathbf{A x}}\right)$ and $\mu>0>\xi$.

Kostić and Šikalo proved the following result in [13]:
Theorem 4.3. Let $\mathbf{Q}(\xi)<0<\mathbf{Q}(\mu)$, and $\xi<\mu$. Let $\operatorname{Rank}(\mathbf{A})=n-p, 0<p<n$, , and $\left\{\mathbf{y}_{\mathbf{1}}, \mathbf{y}_{2}, \cdots, \mathbf{y}_{\mathbf{p}}\right\}$ be an orthonormal basis of the null space of $\mathbf{A}$.

Then $\mu>a_{1}>c_{1}>\xi$ where

$$
a_{1}:=\max \left\{-\frac{\mathbf{y}^{\mathbf{H}} \mathbf{C y}}{\mathbf{y}^{\mathbf{H}} \mathbf{B y}}: \mathbf{y} \in\left\{\mathbf{y}_{1}, \mathbf{y}_{2}, \cdots, \mathbf{y}_{p}\right\}\right\}
$$

and

$$
c_{1}:=\min \left\{-\frac{\mathbf{y}^{\mathbf{H}} \mathbf{C y}}{\mathbf{y}^{\mathbf{H}} \mathbf{B y}}: \mathbf{y} \in\left\{\mathbf{y}_{1}, \mathbf{y}_{\mathbf{2}}, \cdots, \mathbf{y}_{p}\right\}\right\} .
$$

As a corollary of the Theorem 4.2 and the Theorem 4.3 we obtain the next theorem, which gives us a better localization of the parameters $\xi$ and $\mu$.

Theorem 4.4. Let the matrix $\mathbf{C}$ be singular, and Rank $\mathbf{C}=n-r$, and let $\mathbf{x}_{i}(i=$ $1,2, \ldots, r)$ be eigenvectors of the matrix $\mathbf{C}$ corresponding to eigenvalue 0.

Let $\mathbf{Q}(\xi)<0<\mathbf{Q}(\mu), \xi<\mu$, and let $a_{1}, c_{1}$ be defined as in the Theorem 4.3. Then $\mu \in(a, b)$, and $\xi \in(c, b)$ hold, where

$$
\begin{aligned}
& a=\max \left(0, a_{1}\right), b=\min \left\{-\frac{\mathbf{x}_{\mathbf{i}}^{\mathbf{H}} \mathbf{B} \mathbf{x}_{\mathbf{i}}}{\mathbf{2} \mathbf{x}_{\mathbf{i}}^{\mathbf{H}} \mathbf{A} \mathbf{x}_{\mathbf{i}}}: \mathbf{x}_{\mathbf{i}}^{\mathbf{H}} \mathbf{A} \mathbf{x}_{\mathbf{i}}<0\right\} \\
& c=\max \left\{-\frac{\mathbf{x}_{\mathbf{i}}^{\mathbf{H}} \mathbf{B} \mathbf{x}_{\mathbf{i}}}{\mathbf{2} \mathbf{x}_{\mathbf{i}}^{\mathbf{H}} \mathbf{A} \mathbf{x}_{\mathbf{i}}}: \mathbf{x}_{\mathbf{i}}^{\mathbf{H}} \mathbf{A} \mathbf{x}_{\mathbf{i}}>0\right\}, d=\min \left(0, c_{1}\right) .
\end{aligned}
$$

Proof. From Theorems 4.2 and 4.3 it follows that

$$
\begin{equation*}
\mu>a=\max \left(0, a_{1}\right) \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi<d=\min \left(0, c_{1}\right) \tag{4.4}
\end{equation*}
$$

From the proof of the Theorem 4.2 for $\mathbf{x}_{i}^{H} \mathbf{A} \mathbf{x}_{i}<0$ we obtain $\mathbf{x}_{i}^{H} \mathbf{Q}(\lambda) \mathbf{x}_{i}>0$, for $\lambda \in\left(0,-\frac{\mathbf{x}_{i}^{H} \mathbf{B x}}{2 \mathbf{x}_{i}^{H} \mathbf{A x}_{i}}\right)$. Specifically, it means that $\mu<\frac{\mathbf{x}_{i}^{H} \mathbf{B x}}{2 \mathbf{x}_{i}^{H} \mathbf{A} \mathbf{x}_{i}}$, for each eigenvector $\mathbf{x}_{i}$ of the matrix $\mathbf{C}$, which belongs to the eigenvalue 0 and for which $\mathbf{x}_{i}^{H} \mathbf{A} \mathbf{x}_{i}<0$ holds. Therefore,

$$
\begin{equation*}
\mu<b=\min \left\{\left.-\frac{\mathbf{x}_{i}^{H} \mathbf{B} \mathbf{x}_{i}}{2 \mathbf{x}_{i}^{H} \mathbf{A} \mathbf{x}_{i}} \right\rvert\, \mathbf{x}_{i}^{H} \mathbf{A} \mathbf{x}_{i}<0\right\} \tag{4.5}
\end{equation*}
$$

From (4.3) and (4.5) it follows that $\mu \in(a, b)$. From the proof of the Theorem 4.2 for $\mathbf{x}_{i}^{H} \mathbf{A} \mathbf{x}_{i}>0$ we obtain $\mathbf{x}_{i}^{H} \mathbf{Q}(\lambda) \mathbf{x}_{i}<0$ for $\lambda \in\left(-\frac{\mathbf{x}_{i}^{H} \mathbf{B} \mathbf{x}_{i}}{2 \mathbf{x}_{i}^{H} \mathbf{A x}}, 0\right)$. Specifically, $\xi>-\frac{\mathbf{x}_{i}^{H} \mathbf{B} \mathbf{x}_{i}}{2 \mathbf{x}_{i}^{H} \mathbf{A x}}$ in each vector $\mathbf{x}_{i}$ which is an eigenvector of the matrix $\mathbf{C}$, which belongs to the eigenvalue 0 and for which $\mathbf{x}_{i}^{H} \mathbf{A} \mathbf{x}_{i}>0$ holds. Therefore

$$
\begin{equation*}
\xi>c=\max \left\{-\frac{\mathbf{x}_{\mathbf{i}}^{\mathbf{H}} \mathbf{B} \mathbf{x}_{\mathbf{i}}}{\mathbf{2 x}_{\mathbf{i}}^{\mathbf{H}} \mathbf{A} \mathbf{x}_{\mathbf{i}}}: \mathbf{x}_{\mathbf{i}}^{\mathbf{H}} \mathbf{A} \mathbf{x}_{\mathbf{i}}>0\right\} \tag{4.6}
\end{equation*}
$$

From (4.4) and (4.6) it follows that $\xi \in(c, d)$.
It is already mentioned that $n$ eigenvalues, of the definite quadratic eigenvalues problem with quadratic pencil (4.1), are in the interval $(\xi, \mu)$, and that all those eigenvalues are of positive type. In the case that $\mathbf{C}$ is singular, we can determine the number of eigenvalues in intervals $(0, \mu)$ and $(\xi, 0)$, and we can determine the multiplicity of eigenvalue $\lambda=0$.

Theorem 4.5. Let the matrix $\mathbf{C}$ be singular and let $\left(n_{p_{c}}, n_{n_{c}}, n_{z_{c}}\right)$ be the inertia of the matrix $\mathbf{C}$. Then there are exactly $n_{n_{p}}$ eigenvalues $\lambda_{n_{n_{c}}+n_{z c}+1} \leq \ldots \leq \lambda_{n}$ of the quadratic eigenvalues problem (4.2) in the interval $(0, \mu)$, and $n_{n_{c}}$ eigenvalues $\lambda_{1} \leq \ldots \leq \lambda_{n_{n_{c}}}$ of the quadratic eigenvalues problem (4.2) in the interval $(\xi, 0)$, and the eigenvalue $\lambda=0$ of the quadratic eigenvalues problem (4.2) has multiplicity $n_{z_{c}}$.
Proof. The proof is based on the application of Theorem 2.4, Remark 4.1 and Theorem 4.2. The inertia of $\mathbf{Q}(\mu)$ is $(n, 0,0)$, because $\mu$ is chosen so that $\mathbf{Q}(\mu)>0$
holds. The matrix $\mathbf{C}$ is singular, therefore $n_{z_{c}}>0 . \operatorname{In}(\mathbf{Q}(0))=\operatorname{In}(\mathbf{C})=\left(n_{p_{c}}, n_{n_{c}}, n_{z_{c}}\right)$ holds. According to Remark 4.1, 0 is assumed to be an eigenvalue of positive type and according to Theorem $4.2, \mu>0$.

The definite quadratic eigenvalue problem is an overdamped problem and the conditions of minmax characterization hold. According to Theorem 2.4 in the interval $(0, \mu)$ we have exactly $n-n_{p_{c}}$ eigenvalues. Therefore, and from the fact that this multiplicity of the eigenvalue $\lambda=0$ is $n_{z_{c}}$, and from the fact that in the interval $(\xi, \mu)$ there are $n$ eigenvalues, it follows that the number of eigenvalues in the interval $(\xi, 0)$ is equal to $n-n_{p_{c}}-n_{z_{c}}$. It is clear now, according to inertia of the matrix , that the number of eigenvalues in interval $(\xi, 0)$ is $n_{n_{c}}$.

If the matrices $\mathbf{A}$ and $\mathbf{C}$ in the definite quadratic pencil are both singular, then we obtain the following bound for the rank of the matrix $\mathbf{B}$.
Theorem 4.6. Let $\mathbf{Q}(\cdot)$ be a definite quadratic pencil. Let the matrices $\mathbf{A}$ and $\mathbf{C}$ be singular, and let $\operatorname{Rank}(\mathbf{A})=n-p$, and $\operatorname{Rank}(\mathbf{C})=n-q, 0 \leq p<n, 0 \leq q \leq n$. Then $\operatorname{Rank}(\mathbf{B}) \geq \max (p, q)$ holds.
Proof. Let $\left\{\mathbf{y}_{\mathbf{1}}, \mathbf{y}_{\mathbf{2}}, \ldots, \mathbf{y}_{\mathbf{n}}\right\}$ and $\left\{\mathbf{w}_{\mathbf{1}}, \mathbf{w}_{\mathbf{2}}, \ldots, \mathbf{w}_{\mathbf{n}}\right\}$ be orthonormal bases of the vector space $\mathbb{C}^{n}$ consisting of eigenvectors of the corresponding matrix $\mathbf{A}$ and $\mathbf{C}$ respectively, and let $\mathbf{A y}_{\mathbf{i}}=\mathbf{0}, \quad \mathbf{y}_{\mathbf{i}} \neq \mathbf{0}, i=1,2, \ldots, p$, and $\mathbf{C w}_{\mathbf{i}}=\mathbf{0}, \mathbf{w}_{\mathbf{i}} \neq \mathbf{0}, i=1,2, \ldots, q$. According to Theorem $4.1 \mathbf{y}_{\mathbf{i}}^{\mathbf{H}} \mathbf{B} \mathbf{y}_{\mathbf{i}} \neq 0, i=1,2, \cdots, p$, respectively $\mathbf{B} \mathbf{y}_{\mathbf{i}} \neq 0, i=1,2, \ldots, p$. Hence, $\operatorname{Rank}(\mathbf{B}) \geq p$. Analogously, according to Theorem $4.1 \mathbf{w}_{\mathbf{i}}^{\mathbf{H}} \mathbf{B} \mathbf{w}_{\mathbf{i}} \neq 0, i=$ $1,2, \ldots, \mathbf{C y}_{\mathbf{i}} \neq \mathbf{0}, i=1,2, \ldots q$, holds. Therefore, $\operatorname{Rank}(\mathbf{B}) \geq q$. It follows that $\operatorname{Rank}(\mathbf{B}) \geq \max (p, q)$.
Theorem 4.7. Let $\operatorname{In}(\mathbf{A})=\left(n_{p_{A}}, n_{n_{A}}, n_{z_{A}}\right), \operatorname{In}(\mathbf{B})=\left(n_{p_{B}}, n_{n_{B}}, n_{z_{B}}\right)$ and $\operatorname{In}(\mathbf{C})=$ $\left(n_{p_{C}}, n_{n_{C}}, n_{z_{C}}\right)$ be the inertia of the matrices $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ respectively, and assume that $n_{p_{A}} \cdot n_{n_{A}} \cdot n_{p_{C}} \cdot n_{n_{C}} \neq 0$.
(1) If $\mathbf{B}>0$ and $\lambda_{1 B}^{2}>4 \max \left(\lambda_{1 A} \lambda_{1 C}, \lambda_{n A} \lambda_{n C}\right)$, where $\lambda_{1 A}, \lambda_{1 B}$, and $\lambda_{1 C}$ are the smallest eigenvalues and $\lambda_{n A}, \lambda_{n B}$, and $\lambda_{n C}$ are the largest eigenvalues of the matrices $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$, respectively, then the quadratic pencil $\mathbf{Q}(\lambda)$ is definite.
(2) If $\mathbf{B}<0$ and $\lambda_{n B}^{2}>4 \max \left(\lambda_{1 A} \lambda_{1 C}, \lambda_{n A} \lambda_{n C}\right)$, then the quadratic pencil $\mathbf{Q}(\lambda)$ is definite.
Proof. One of the conditions of Theorem 3.2 for the pencil $\mathbf{Q}(\lambda)$ to be positive definite states that

$$
\begin{equation*}
\frac{d(\mathbf{x})}{\left(\mathbf{x}^{H} \mathbf{x}\right)^{2}}=\left(\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}}\right)^{2}-4 \frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \cdot \frac{\mathbf{x}^{H} \mathbf{C} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}}>0 \tag{4.7}
\end{equation*}
$$

for each $\mathbf{x} \neq 0$.
(1) Let $\mathbf{B}>0$ and $\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \geqslant \lambda_{1, B}$, i.e. $\left(\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}}\right)^{2} \geqslant \lambda_{1 B}^{2}$ for each $\mathbf{x} \neq 0$.

If $\frac{\mathbf{x}^{H} \mathbf{A x}}{\mathbf{x}^{H} \mathbf{x}} \cdot \frac{\mathbf{x}^{H} \mathbf{C x}}{\mathbf{x}^{H} \mathbf{x}} \leqslant 0$, then the condition (4.7) obviously holds, and two cases remain to be considered:
(a) If $\frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}}>0$ and $\frac{\mathbf{x}^{H} \mathbf{C}}{\mathbf{x}^{H} \mathbf{x}}>0$, then

$$
0<\frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \leqslant \lambda_{n A} \text { and } 0<\frac{\mathbf{x}^{H} \mathbf{C x}}{\mathbf{x}^{H} \mathbf{x}} \leqslant \lambda_{n C}
$$

and therefore

$$
\frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \cdot \frac{\mathbf{x}^{H} \mathbf{C} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \leqslant \lambda_{n A} \cdot \lambda_{n C}
$$

and we get

$$
\begin{align*}
\left(\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}}\right)^{2} & \geqslant \lambda_{1 B}^{2}>4 \max \left(\lambda_{1 A} \lambda_{1 C}, \lambda_{n A} \lambda_{n C}\right) \\
& \geqslant 4 \lambda_{n A} \cdot \lambda_{n C} \geqslant 4 \frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \cdot \frac{\mathbf{x}^{H} \mathbf{C} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \tag{4.8}
\end{align*}
$$

From (4.8) we get (4.7). From $\mathbf{B}>0$ and (4.8) we obtain the remaining two conditions of Theorem 3.2.
(b) If $\frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\mathbf{x}^{H} \mathbf{X}}<0$ and $\frac{\mathbf{x}^{H} \mathbf{C}}{\mathbf{x}^{H} \mathbf{x}}<0$, then

$$
0>\frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \geqslant \lambda_{1 A} \text { and } 0>\frac{\mathbf{x}^{H} \mathbf{C} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \geqslant \lambda_{1 C}
$$

and therefore

$$
\frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \cdot \frac{\mathbf{x}^{H} \mathbf{C} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \leqslant \lambda_{1 A} \cdot \lambda_{1 C}
$$

Hence

$$
\begin{align*}
\left(\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}}\right)^{2} & \geqslant \lambda_{1 B}^{2}>4 \max \left(\lambda_{1 A} \lambda_{1 C}, \lambda_{n A} \lambda_{n C}\right) \\
& \geqslant 4 \lambda_{1 A} \cdot \lambda_{1 C} \geqslant 4 \frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \cdot \frac{\mathbf{x}^{H} \mathbf{C} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}} \tag{4.9}
\end{align*}
$$

holds, and from (4.9) we get (4.7). From $\mathbf{B}>0$ and (4.8) we obtain the remaining two conditions of Theorem 3.2.
(2) Let $\mathbf{B}<0$ then

$$
\begin{equation*}
\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{\mathbf{x}^{H} \mathbf{X}} \leqslant \lambda_{n B}<0 \tag{4.10}
\end{equation*}
$$

From (4.10) we get

$$
\begin{equation*}
\left(\frac{\mathbf{x}^{H} \mathbf{B} \mathbf{x}}{\mathbf{x}^{H} \mathbf{x}}\right)^{2} \geqslant \lambda_{n B}^{2} \tag{4.11}
\end{equation*}
$$

the rest of the proof is analogous to (1).
In the special case of a positive definite matrix $\mathbf{C}$, we can reduce the definite eigenvalue problem $\mathbf{Q}(\boldsymbol{\lambda})=0$ to a hyperbolic eigenproblem by the transformation below.

Let $\mathbf{C}>0$. Dividing the quadratic eigenproblem

$$
\begin{align*}
& \mathbf{Q}(\lambda):=\lambda^{2} \mathbf{A}+\lambda \mathbf{B}+\mathbf{C}, \quad \mathbf{C}=\mathbf{C}^{\mathbf{H}}>0 \\
& \mathbf{Q}(\lambda) \mathbf{x}=0 \tag{4.12}
\end{align*}
$$

by $\lambda^{2}$ we obtain the following equation:

$$
\left(\frac{1}{\lambda^{2}} \mathbf{C}+\frac{1}{\lambda} \mathbf{B}+\mathbf{A}\right) \mathbf{x}=0 .
$$

If we denote $\varphi:=\frac{1}{\lambda}$, and define $\overline{\mathbf{Q}}(\varphi)=\varphi^{2} \mathbf{C}+\varphi \mathbf{B}+\mathbf{A}$, we can write the last equation in the following form:

$$
\begin{equation*}
\overline{\mathbf{Q}}(\varphi)=\left(\varphi^{2} \mathbf{C}+\varphi \mathbf{B}+\mathbf{A}\right) \mathbf{x}=0 . \tag{4.13}
\end{equation*}
$$

Hence, we have obtained a hyperbolic quadratic pencil, and we can implement the variational characterization of its eigenvalues. We will also denote the Rayleigh functionals of problem (4.13) as

$$
\begin{align*}
& \overline{p_{+}}(\mathbf{x})=-\frac{\mathbf{x}^{\mathbf{H}} \mathrm{Bx}}{\mathbf{2 \mathbf { x } ^ { \mathbf { H } } \mathrm { Cx }}}+\sqrt{\left(\frac{\mathbf{x}^{\mathbf{H}} \mathrm{Bx}}{\mathbf{2} \mathbf{x}^{\mathbf{H}} \mathrm{Cx}}\right)^{2}-\frac{\mathbf{x}^{\mathbf{H}} \mathrm{Ax}}{\mathbf{x}^{\mathbf{H}} \mathrm{Cx}}} \\
& \overline{p_{-}}(\mathbf{x})=-\frac{\mathbf{x}^{\mathbf{H}} \mathrm{Bx}}{\mathbf{2 x}^{\mathbf{H}} \mathrm{Cx}}-\sqrt{\left(\frac{\mathbf{x}^{\mathbf{H}} \mathrm{Bx}}{\mathbf{2 x}^{\mathbf{H}} \mathrm{Cx}}\right)^{2}-\frac{\mathbf{x}^{\mathbf{H}} \mathrm{Ax}}{\mathbf{x}^{\mathbf{H}} \mathrm{Cx}}} . \tag{4.14}
\end{align*}
$$

The following theorem states the relation between the functionals $p_{+}(\mathbf{x})$ and $\overline{p_{+}}(\mathbf{x})$ and subsequently, the relation between the functionals $p_{-}(\mathbf{x})$ and $\overline{p_{-}}(\mathbf{x})$ is obvious.

Theorem 4.8. Let $\overline{p_{+}}(\mathbf{x})$ and $\overline{p_{-}}(\mathbf{x})$ be defined as in (4.7), and let $p_{+}(\mathbf{x})$ and $p_{-}(\mathbf{x})$ be defined as in (3.4). Then the relations between those functionals are given by the following equations $p_{+}(\mathbf{x})=\frac{1}{p-(\mathbf{x})}$ and $p_{-}(\mathbf{x})=\frac{1}{p+(\mathbf{x})}$.

The following examples demonstrate the benefit of the proposed theorems checking the definiteness of a quadratic pencil.

## 5. Numerical experiments

In this section we show through numerical experiments that the application of the theorems, which are stated in section 4, contributes to a rapid determination whether a quadratic pencil is definite or not. For comparison we use the algorithm, which is given in [19], as well as the effective algorithm for the determination of initial vectors, which is given in [14]. We will merge these two algorithms into one. For a better understanding of the paper, we state this algorithm.

```
Algorithm 1
This algorithm finds out whether a quadratic pencil is definite, and if so, it deter-
mines an initial vector
Require: initial vector \(\mathbf{x}_{0}\)
    if \(\operatorname{det} \mathbf{B}=0\) then
        \(\mathbf{x}_{0}=\mathbf{z}_{1}\)
    else
        determine smallest eigenvalue \(\lambda_{\mathbf{1}}\) of \(\mathbf{A}\) and corr. eigenvector \(\mathbf{q}_{1}\)
        determine largest eigenvalue \(\lambda_{\mathbf{n B}}\) of \(\mathbf{B}\) and corr. eigenvector \(\mathbf{f}_{n}\)
        \(\mathbf{x}_{0}=0.9 \mathbf{q}_{1}+0.1 \mathbf{f}_{n}\)
    end if
    if \(d\left(\mathbf{x}_{0}\right):=\left(\mathbf{x}_{0}^{H} \mathbf{B} \mathbf{x}_{0}\right)^{2}-4\left(\mathbf{x}_{0}^{H} \mathbf{A} \mathbf{x}_{0}\right)\left(\mathbf{x}_{0}^{H} \mathbf{C} \mathbf{x}_{0}\right)<0\) then
        STOP: \(\mathbf{Q}(\lambda)\) is not definite
    end if
    determine \(\sigma_{0}=p\left(\mathbf{x}_{0}\right)\)
    for \(k=1,2, \ldots\) until convergence do do
        determine eigenvector \(\mathbf{x}_{k}\) of \(\mathbf{Q}\left(\sigma_{k-1}\right)\) corresponding to its largest eigenvalue
        if \(d\left(\mathbf{x}_{k}\right):=\left(\mathbf{x}_{k}^{H} \mathbf{B} \mathbf{x}_{k}\right)^{2}-4\left(\mathbf{x}_{k}^{H} \mathbf{A} \mathbf{x}_{k}\right)\left(\mathbf{x}_{k}^{H} \mathbf{C} \mathbf{x}_{k}\right)<0\) then
            STOP: \(\mathbf{Q}(\lambda)\) is not definite
        end if
        determine \(\sigma_{k}=p\left(\mathbf{x}_{k}\right)\)
        if \(\sigma_{k} \geqslant \sigma_{k-1}\) then
            STOP: \(\mathbf{Q}(\boldsymbol{\lambda})\) is not definite
        end if
        if \(\mathbf{Q}\left(2 \sigma_{k}-\sigma_{k-1}\right)\) is negative definite then
            STOP: \(\mathbf{Q}(\lambda)\) is definite
        end if
    end for
```

Example 5.1. Consider the quadratic pencil (4.1) of dimension 10 with matrices

```
\(\mathbf{A}=z \operatorname{eros}(10)\)
    for \(i=1: 7\)
        \(\mathbf{A}(i, i)=0,2 ; \mathbf{A}(i, i+1)=-0,1 ; \mathbf{A}(i+1, i)=-0,1 ;\)
    end
    \(\mathbf{A}(8,8)=0,2 ;\)
    \(\mathbf{B}=z \operatorname{eros}(10)\)
    for \(i=5: 7\)
        for \(j=i: 9\)
            \(\mathbf{B}(i, j)=10 \cdot i ; \mathbf{B}(j, i)=\mathbf{B}(i, j) ;\)
            end
```

```
    end
\(\mathbf{B}(1,10)=1 ; \mathbf{B}(10,1)=1 ;\)
\(\mathbf{C}=z \operatorname{eros}(10)\)
    for \(i=1: 3\)
        for \(j=i: 8\)
            \(\mathbf{C}(i, j)=0,001 \cdot i ; \mathbf{C}(j, i)=\mathbf{C}(i, j) ;\)
        end
    end
\(\mathbf{C}(2,2)=-\mathbf{C}(2,2) ;\)
```

The matrix $\mathbf{B}$ is singular, so we take

$$
\mathbf{x}_{0}^{H}=(0,1,0,0,0,0,0,0,0,0)
$$

for the initial vector, which corresponds to eigenvalue 0 . Applying the algorithm we obtain the quadratic pencil is not definite after six iterations. Let us point out, in the first and the last iteration we solved one eigenvalue problem and in each of the remaining four iterations we solved two eigenvalue problems. In order to check the quadratic pencil for definiteness, we have to solve ten eigenvalue problems.

The non-definiteness is much easier obtained from 4.1: The matrix $\mathbf{C}$ is singular and it has the eigenvector $\mathbf{x}^{H}=(0,0,0,0,0,0,0,0,0,1)$ corresponding to the eigenvalue 0 . We have $\mathbf{x}^{H} \mathbf{C x}=0$ and $\mathbf{x}^{H} \mathbf{B} \mathbf{x}=0$, which means the quadratic pencil is not definite according to Theorem 4.1 (i).

Example 5.2. Let matrices $\mathbf{A}$ and $\mathbf{C}$ be as in the previous example and matrix $\mathbf{B}$ defined as follows

$$
\begin{aligned}
& \mathbf{B}=z \operatorname{zeros}(10) \\
& \quad \text { for } i=5: 7 \\
& \quad \text { for } j=i: 8 \\
& \quad \mathbf{B}(i, j)=1 ; \mathbf{B}(j, i)=\mathbf{B}(i, j) \\
& \quad \text { end } \\
& \quad \text { end } \\
& \mathbf{B}(6,6)=2 ; \mathbf{B}(9,9)=1 ; \mathbf{B}(10,10)=-0,1 .
\end{aligned}
$$

We apply the algorithm above using the initial vector

$$
\mathbf{x}_{0}^{H}=(0,1,0,0,0,0,0,0,0,0) .
$$

In order to apply this algorithm, it requires four iterations for determining whether a quadratic pencil is definite or not. Therefore, we need to solve four eigenvalue problems. Applying Theorem 4.6, after determining RankB and Rank $\mathbf{C}$, we obtain the quadratic pencil is not definite, because $\operatorname{Rank} \mathbf{C}=4, \operatorname{Rank} \mathbf{B}=5$ hold, and according to Theorem 4.6 RankB has to be greater than 6.

Example 5.3. Consider the quadratic pencil (4.1) of dimension 10 with matrices

```
\(\mathbf{A}=z \operatorname{eros}(10)\)
    for \(i=1: 5\)
            for \(j=i: 5\)
                    \(\mathbf{A}(i, j)=1 ; \mathbf{A}(j, i)=1 ;\)
            end
        end
        for \(i=7: 10\)
            \(\mathbf{A}(i, i)=-1 ;\)
        end
```

    \(\mathbf{B}=\operatorname{zeros}(10)\)
        for \(i=1: 9\)
            \(\mathbf{B}(i, i)=200 ; \mathbf{B}(i, i+1)=-100 ; \mathbf{B}(i+1,1)=-100 ;\)
        end
    \(\mathbf{B}(10,10)=200\)
    \(\mathbf{C}=z \operatorname{eros}(10)\)
        for \(i=1: 8\)
            \(\mathbf{C}(i, i)=2 ; \mathbf{C}(i, i+1)=-1 ; \mathbf{C}(i+1,1)=-1 ;\)
        end
    \(\mathbf{C}(9,9)=2 ; \mathbf{C}(10,10)=-7\).
    For determination of definiteness, we apply the algorithm, which we described before. For the initial value we use

$$
\begin{array}{r}
x_{0}=0.9 q_{1}+0.1 f_{n} \\
=(0.012,-0.0231,0.0322,-0.0388,0.0422,-0.0422,0.9388, \\
-0.0322,0.0231,-0.012)^{H} . \tag{5.1}
\end{array}
$$

We obtain the quadratic pencil is definite, after three iterations, solving six eigenvalue problems. Otherwise,

$$
\begin{gathered}
\lambda_{1 C}=-7 \\
\lambda_{n C}=3.9021 \\
\lambda_{1 A}=-1 \\
\lambda_{n A}=5 \\
\lambda_{1 B}=8.1014,
\end{gathered}
$$

hence, we obtain

$$
\lambda_{1 B}^{2}-\max \left(\lambda_{1 A} \lambda_{1 C}\right)=65.6327-19.5105=46.1222>0 .
$$

According to Theorem 4.7, we can conclude that the quadratic pencil is definite.

## 6. CONCLUSION

In this paper we have studied the impact of the matrix $\mathbf{C}$ from the definite quadratic pencil on the corresponding definite eigenvalue problem. In particular, in the case of a singular matrix $\mathbf{C}$ we have obtained better bounds for parameters $\xi$ and $\mu$. We have also considered definiteness of the matrix $\mathbf{C}$. In the case of a positive or negative definite matrix $\mathbf{C}$, the problem can be reduced to a hyperbolic quadratic eigenvalue problem, where the leading matrix is the matrix $\mathbf{C}$. For the resulting eigenvalue problem we have given the relation between corresponding Rayleigh functionals. We observed also the application of Sylvester's law of inertia on the corresponding quadratic pencil. Further research will continue in the direction of the analysis of the impact of matrices $\mathbf{A}$ and $\mathbf{B}$ from the definite quadratic pencil on the definite eigenvalue problem. Another interesting topic for consideration would be the transformation of the definite quadratic pencil into a quadratic pencil in which the matrices $\mathbf{A}$ and $\mathbf{B}$ remain the same, while the matrix $\mathbf{C}$ will be replaced with a matrix $\mathbf{D}=\mathbf{C}-\alpha \mathbf{I}$, where $\mathbf{D}$ is a singular matrix. We will study the dependence between the starting and resulting eigenvalue problem.
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